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The relative information (or KL divergence or discrimitive information) is defined as:

DKL(p, q) =
∑
i

pi log

(
pi
qi

)
(1.1)

Let us assume pi is a probability distribution at thermodynamic equilibrium, such that

pi =
1

Z
exp(−Ei/kBT ) (1.2)

thermal dynamics tells us that the free energy is F = U − TS, which can be written in a more
information-theorectic way:

F (p) =
∑
i

piEi + kBT
∑
i

pi log pi (1.3)

where we used S = −
∑

i pi log pi. Now, suppose a system is out of equilibrium, which is featured
by a probability distribution qi that does not obey Boltzmann distribution. We would like to know
how much its free energy is different from the equalibrium free energy F (p). Remarkably, their
difference is exactly proportional to DKL. The calculation is straightforward:

F (q) − F (p) =
∑
i

qiEi + kBT
∑
i

qi log qi −
∑
i

piEi − kBT
∑
i

pi log pi

= kBT
∑
i

qi
Ei

kBT
+ kBT

∑
i

qi log qi −
∑
i

piEi + kBT
∑
i

pi

(
Ei

kBT
+ logZ

)
= kBT

∑
i

qi
Ei

kBT
+ kBT

∑
i

qi log qi −
∑
i

piEi +
∑
i

piEi + kBT
∑
i

pi logZ︸ ︷︷ ︸
=logZ=

∑
i qi logZ

= −kBT
∑
i

qi log pi + kBT
∑
i

qi log qi

= kBT
∑
i

qi log

(
qi
pi

)
= kBTDKL

(1.4)

that means, the the non-equalibrium free energy differ from the equalibrium free energy by their
relative information.
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